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Abstract. There is no doubt that one of the most important problems for recent philosophers is comparison of man and machine abilities. Questions such “Can machines think?”, “Have machines consciousness?”, or this more general question that “Is man a machine?” are questions which answering them has a special importance for contemporary philosophers. Perhaps this could be said that the last above question is one of the most controversial questions in philosophical studies. With an epistemological approach, we can reduce this question to “If man is (not) a machine, can he understand that?” Of course it should be said that, we can ask this question about every other conscious subject or cognitive system too (if there is). In this paper we try to answer this question and study its consequences.  

Introduction
Nearly 4 centuries ago Blaise Pascal (1623-1662) invented his mechanical computation machine. In these recent centuries and especially in the last century, most of mechanical machines have been made are able to do more complicated and creative works in comparison with Pascal's machine which was only able to add and subtract numbers (see [2]). This wonderful progress which human have had in making machines, have caused to replace machines abilities with human abilities in most parts of social life; e.g. robots which are used in factories. In other hand, machines have given facilities which humane has not; for example the last generation of computers can do some very complicated computations in a very short time which was not possible for human being  (at least in a short time). Development of machines applications in daily life and progress of creativity in affaires which they do, will naturally produce some questions. Questions like “Until when this development will continue?”, “Can machines encompass human abilities in future?” or “Is man a very advanced machine?”
It is clear that through this article, we must agree either on the definition of "machine" or at least some main properties of machines.  Although, we know some philosophers have different answers to the above questions in spite of agreement on the same definitions.

The majority of contemporary philosophers believe that however recent generations of machines can do some works which human can not do that, but the human is potentially able to do everything a machine can do. In fact the difference of philosophical ideas about the man-machine equivalence has been hidden under their answers to the vice versa question; i.e. “Is machine potentially able to do everything a man can do?” This question is a functionalistic interpretation of a more general question: “Is man a machine?”
Above question is an ontological question and philosophers have tried to answer it from different ways. For example some of philosophers tried to give negative answer to this question by using some of philosophical consequences of Gödel incompleteness theorem (see [3], [4], [5] and [6]). Proposing the Turing test (see [8]), the attempts to answer questions like “Can machine think?” (See [1] and [8]), “Can you love a machine? Can the machine return that love?” (See [10]) and many other attempts all should be understood as trying to answer last question in above paragraph.

In an epistemological approach, we can reduce this question to: “If man is / is not a machine, can he understand that?” We will try to answer the first question of these two. It should be mentioned that you may ask this question about every other conscious subject or cognitive system (if there is). As you will see in the next chapters of this paper, our answer to the first question is negative. In fact we want to show that a conscious subject can never know itself is a machine; even if it really is a machine. By relying on this well-known assumption which “Knowledge is justified true belief” (see [7]), we will show that even if a conscious subject is a machine (truth) and even if it believes that itself is a machine (belief) but this true belief is not and will not become justified for it; therefore it can never obtain any knowledge about this fact that itself is a machine. 

It is worth-knowing that we can get all results even with a weaker assumption; i.e. “every proposition which we know, is a true justified belief”. It is not necessary to suppose that every true justified belief is a part of our knowledge.
In this paper, we will not contact the answer of this question which: “If man is not a machine, can he understand that?”
Machine and Its Knowledge about Itself
What we mean by a "machine"? The definition of machine is one of the most controversial problems among the recent philosophers; especially philosophers of mind. Many different definitions have been proposed until now and each of them has been used for different purposes. Some of them are more putative definitions -e.g. Turing Machine (see [9]) - than the others; anyhow, here we do not want to challenge on the definition of machine. It is enough for us to agree on a statement about machines.

This statement is about justification of machines. Usually, we think about machines as an input-output system. To compare machines with human being, in the level to ask their equivalence, we should consider the following fact about man, and later the similar claim about machines:

“We judge about the human being claims”.

Not only this, but also:

“We compare and judge about the amount of justifiability among different human beings claims”.

All of us know claims of an expert more reliable than the others. Means, we justify his claims more authentic. It is an application of the above statement. Here, we want to have equivalent statements for machines. In fact, if such a type of principles does not hold for at least some machines, there will be no probable equivalence between human being and machine.

In real world, also experts design many algorithms to answer some of our questions. We can imagine that they answer some yes or no questions. Some of these algorithms work better than the other; it could be based on our better data-base or better designing of algorithms. So we can justify which algorithm is better. Because these algorithms are equivalent to some Turing machines (since they are usually simulated by some computers), we can justify which of these machines can answer better these questions. Anyhow, there are machines which their output is to claim about something; even some of them are made for such a purpose. 

Consider the machines which their input is a question and their output is a claim about something (better to say, their output could be considered as a claim). We call these types of machines claim-machines here. As an example we can consider machines which are designed for answering some psychological questions.

By above discussions, it is natural to justify the answer of claim-machines respect to a question. Also, it is rational to compare and to justify different claim machines, when they answer the same question. Anyhow, even in the case that our machine is absolutely not a claim-machine, we could compare its cognition with the other machines, since at least it has no cognition ability or its outputs are irrelevant. This is the base of our principle:

Any pairs of machines like 
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 and 
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 are comparable respect to be plausible and relevance of their outputs and also the amounts of their cognition ability, as two persons are.

So, base on the above principle, if we ask two machines by giving them a question as input, this is plausible to ask which of them answers us more rationally and which of them is more intelligent in this respect.

Let 
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 and 
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 be two machines, 
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 and 
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 are comparable respect to their cognition and the amount of reasonability and justifiability of their output, and we don’t prefer one to another from first. (There is no elite here)
We call above phrases, *-principle.

*-principle is the main assumption which we will use in our argument;  
 Now we start the main body of our argument.

Suppose that a cognitive system or conscious subject, so called
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, believes that “I am a machine”. We could depict more exactly the situation by considering that “
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” faces the question “Are you a machine?” and it answers “Yes”. In other hand, it is easy to design a machine, which its output when we load it by the question “Is 
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 a machine?” would be “No”. From now on, we call this machine
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. If 
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 is a machine, by *-principle we know that the above question is a legal question. Now between this two, what 
[image: image12.wmf]A

 asserts and what 
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 claims, which of them is plausible and justified? And why is it so?

For comparing the amount of plausibility and justifiability of these two beliefs, we should consider the conditions, which is essential for comparing any two others objects or assertions. First of all, they should be comparable, and second we should have a faire position to compare and to justify them (As any other judgment).

Now, we should recognize, which of the above conditions is held. The first is true by *-principle 1. 

Here, we go to the second condition, means could we find a faire position to compare the amount of plausibility and justifiability between the assertions which are purported by of 
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? We answer this question negatively. 

It might be possible to consider a faire position to compare two other human beings or two other machines and it is imaginable to have such a faire position in this condition, but it is not possible to have such a standard in comparison between “I” and the other machines (whether I am a machine or not).

Since in any case, when “I” prefer some one to another, this preference was based on some standards which are valid for “I” and its validity is not clear for the others; therefore in any case we have not a faire position or some faire standards to judge.

"Roshan nist" By above explanation, we elucidate that if a cognitive system or conscious subject believes that “I am a machine”, so at least one of the two conditions which is necessary to compare plausibility and the assertion of 
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 is not obtainable, in consequence it can not recognize which of these statements is plausible and justified. In other word, if a cognitive system believes or conscious subject that “I am a machine”, exactly because he achieves this belief (even if it is true) he has no way to make plausible and to justify that. So he has no knowledge about.

Epilogue
Above argument shows that the answer of this question which “If man is a machine, can he understand that?” is negative. If a conscious subject wants to justify a claim in an objective way, firstly the amount of its justifiability should be comparable to the amount of justifiability of the other conscious subjects' claims and secondly it should take place in a fair position. Because a conscious subject can not take place in such a position respect to its beliefs, then it can not justify this claim about itself which “I am a machine”. Therefore this belief will not become a part of this conscious subject knowledge.

One may consider the above argument as a defense of solipsistic point of view. Any how it is not something which we want to stress at that.
It seems this argument could be extended. Suppose that instead of "to be a machine", we have argued about "to be a human being". It seems we have the same problems here.

In more exact form, if a conscious object A declares that he is a human being and B (which is supposed to be a human being) declares that "A is not human being", in a parallel argument we conclude that A can not prove he is a human being. More precisely he couldn’t be sure about that.
More generally we have the following assertion:

No cognitive system A could believe in a plausible way that he belongs to a set of cognitive systems which one element of this set claims, A does not belong to this set.
This set could be the set of human beings or the set of machines.
In the above statement belonging to a set is not similar to what we suppose in set theory, in which two arbitrary objects could be in a set.  Here, when two conscious objects belong to a set, they are comparable in justification also, or at least one can't be preferred to another from first, as we suppose two machines are.
In fact, when we think of machine as a collection of some fixed instructions, as we see in the definition of Turing machine, there is nothing about justifiability to prefer one to another. Any two Turing machines simply apply two different sets of these instructions.
That is something new, which makes the property of "To be a machine" more special. 
We have considered the same for the property of "To be human being", but not for the same reason. In fact we had no reason for it; In other word we accept * principal and apply it for human beings, since we are accustomed to do so, and no other reason is in sight. By above discussion, we try to show the case of "To be a machine", and at least the case of "To be a Turing machine" is somehow a special case, which we could apply our argument for that.
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