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Abstract

A three-loyered feed-forward bodk-propagation
Artifidd Neura Network waos used to dassify the
seizure episodes in rats. Seizure patterns were
induced by subjecting onesthetized rafs to a
Biological Oxygen Demand incubator af 45-47°¢C for
30 to 60 minutes. Selected fost Fourier tronsform
data of one second epochs of electroencephaogram
were used to train and test the network for the
dossification of seizure and normal patterns. The
results indicate that the present network with the
architecture of 40-12-1 (input-hidden-output nodes)
agrees with monual scoring of seizure and normad
patterns with a high recognition rate of 98.6% .

Keywords: Arfificdal Neura Network, fast Fourier
fronsform,  elecfroencephalograom, Hyperthermic
seizures

Introduction

Heat stroke or hyperthermia is one of the most
serious of the disorders that may couse seizures.
Literatures suggest that continuous exposure to high
environmenta heat as well os by hot water pour
over the head generate seizures in both mon aond
onimals.(1,2) Severad computer dgorithms ond
programs for automatic detection of epileptic
fransients were developed but these methods were
found unable to recognize the exceptions ond
minimize the number of false defections.

Alternatively, Artifidal Neural Network (ANN) haos
been successfully implemented for many pattern
daossification  problems  induding detection of
epileptic seizures.(3-5) However, most of the
previous ANN bosed methods use measures of the
electroencephalogram  (EEG) such os amplitude,
width, slope and sharpness of series of consecutive
waves, meosures thought tfo reflect in a general
sense what expert dinidons affempt during EEG
inferpretation. In the present work, instead of using
the physicd characteristics of EEG signadls, fost
Fourier fransform (FFT) has been used for the
fraining and testing of the ANN os it conveys more
information with respect to conventiona anadlog EEG
records.(6)

The experiment waos carried out on mae Charles
Foster rats weighing 200-250 grams. Rafts were
housed in the aonimad room that waos artifidally
illuminated with a 12 light cyde (7.00 A.M. to 7.00 P.
M.) and the ambient room temperature maintained
at 24+ 1°C. Rats were anaesthetized with Urethane
oncesthesia (1.6gm/kg, |.P.) and three stainless
steel saew electrodes were asepticdly fixed on the
rat’s  heod under stereotaxic guidance. Two
electrodes were placed on bilaterad fronto-paorietd
region and one grounding electrode af the anterior
most region of the skull to record the differentiad EEG
patterns.  Ancesthetized rats  dofter  electrode
implantation  were subjected to the thermd
environment in the Biological Oxygen Demand (BOD)
incubator with preset temperature at 45-47°C.(1)
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Seizure patterns in EEG recording were observed
aoffer 30 to 60 minutes on start of incubation.

Single chonnel ondlog EEG wos recorded with the
stondard  amplifier  setting.(7)  Signds  were
simultaneously recorded in the computer hard disk
following digitization of the troces atf 256 Hz with
help of an ondog to digitad converter (ADLINK,
8112HG, NuDAQ, Tadwon) aond its supporting
software (VISUAL LAB-M, Version 2.0c, Blue Pearl
laboratory,  USA). The digtized data were
frogmented in 1 second epochs (256 data points)
and stored in separate files. Each epoch waos pre-
processed for noise reduction before final FFT or
power spectrum analysis. At first, the DC value waos
subfracted from the data ond then the base line
movement was reduced. In the final step of pre-
processing, the data were band poss filtered with
cutoff frequendes of 0.25 ond 30 Hz, os the
maoximum frequency component of interest in
anesthetized onimal is less than 25 Hz.(8) These
filtered data epochs were processed for FFT or power
specfrum calculation before being used os input for
ANN.

Three layered feed-forward — bock-propagation
network waos used for detecting the seizures. The
network waos implemented via software by using
C++ programming language on a computer.(9) The
individua computational elements that moke up
most artificdal neural systems models are more often
referred to as processing elements (PEs). Like a
neuron, a PE hos many inputs but only single output,
which con fan out fo many other PEs in the network.
The input ith receives from the jth PE is indicated os
Xj. Each connection to the ith PE has ossodiated with
a quantity called weight or connection strength. The
weight on the connection from the node jth to ith
node is denoted s wij. Each PE determines a net
input value based on dll its input connection.(10)
The net input is calculated by summing the input
values, gated (multiplied) by their corresponding
weights. In ofher words, the net input to the ith unit
can be written os:

neT,'= Z Xj Wi

Backpropagation network: The badk-propagation
learning involves propagation of the error backwards
from the output layer to the hidden layers in order to
determine the update for the weights leading to the
units in a hidden layer. It does not have feedback
connecfions, but errors are back propagated during
fraining by using least meon squoare (LMS) error.
Error in the output determines measures of hidden
layer output errors, which are used os a bios for
adjustment of connection weights between the input
ond hidden layers. Adjusting the two sets of weights
between the pair of layers and recalculating the
outputs is an iterative process that is carried on until
the error fdls below a toleronce level. Learning rate
parometers scae the adjustments to the weights.
The input of a particular element wos calculated os
the sum of the input values multiplied by connection
strength (synaptic weight).(11) ANN waos trained by
FFT data of selected EEG data files. During training,
the network waos provided the inputs and the desired
outputs, and the weights were adjusted accordingly
so os to minimize the error between expected aond
desired outputs. After the training, the network waos
tested with unknown input patterns that were not
present in the fraining set.

Results

The parameters of the ANN were set to get optimized
performance of the network progrom over the entire
set of EEG data. The training of the ANN waos tried
with variable number of hidden neurons os well os by
assigning  different  learning rafes  porameters
between the ranges of 0.01 to 0.5. The optimized
performance of the ANN waos found with structures of
40-12-1 (nodes of input, hidden and output) ond
with the learning rafe of 0.1. The schematic diagram
of the neural network used in the present study is
shown in Fig.-T.
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Figure-1: Schematic diogram of pattern recognition by ANN.

For the present work, the error tolerance was assigned as 0.001 to activate the network and the network waos
tfrained for 1 million of iterations with different training sets having variable number of training patterns. The ANN
was frained with a training data file containing 100 training patterns (same number of seizures and normdl
patterns) arranged rondomly. After training, the network waos tested for other files having patterns which were not

present during training session. The performaonce of the network in deftecting these events (normal and seizure)
was calculated with help of following formula.

Number of correctly dossified patterns

Oy -
Performance of ANNC% ) = Totd number of patterns tested X 100

The results of the seizure and normal events detected by the network compared with those detected maonudlly are
summarized in the Table-1. Manudlly detected events were taoken os stondard and ogreement percentoge represent
the percentage of epochs in which ANN detected seizure or normal events agreed with monudlly detected ones.



Table 1: Percentage ogreement of the ANN in the recognition of seizure and normadl patterns in comparison with

manud scoring.

No. of Number of correctly detected patterns
Test
patterns
Seizure Normal Total
1. 200 98 100 198
2. 200 98 99 197
3. 200 100 98 198
4. 200 99 98 197
5. 200 97 99 196
Totd patterns 1000 492 494 986
tested (% ogreement = 98.6)

Discussion

In the present work, an approoch of detection of
hyperthermia induced seizure ond normad EEG
patterns  through ANN hos been sucoessfully
implemented ond experimentadly tested. Features
calculated from the FFT such os relative power in
various frequency bands and then using on ANN fo
generate a single number that indicates the degree
of which the event is a seizure (3, 12) wos used
previously to dassify seizure patterns. Instead of the
features from the FFT of the EEG signds, in the
present work, the selected frequency band of digitdl
values of the FFT from one second epochs of the EEG
signadls for the training ond testing of the ANN were
used. The EEG spike patterns represent very good
agreement with the human manual scoring.(3) The
performance of the detector wos observed with
moderately high recognition rate of 98.6% in
recognizing norma and seizure patterns. The results
suggest that ANN is caopable of dustering the input
information with greater reliability similar os shown
by Hopfield and Tank (13) aond these andlyses caon
substantidly inceose the power of andlysis. Once
the ANN is trained, the converged weights were
stored and re-used to obtain instaontly the result of
seizure detection. The accuracy of recognition
however, waos found sensitive to severd poarameters
such os the recording environment, the type of
signals used, sample size, training method, the
choice of network model and preprocessing of
signals. Although in fthis work, online seizure
detection has not been done, which may be possible
with the help of fast computer ond dedicated
software.

The odvontages aond disadvantoges of ANN in the
dinical diognosis have not been extensively explored
yet. However, by application of these results, the
future scope can be outlined. The ANN can be useful
in differentia diagnosis because the network con be
trained with large data sefs derived from patients
with dear-cut, but dinicdlly different diseoses. Since
only 1-5% of long term recording of EEG signdls are
of interest in dinical diognosis,(3) the ANN con
become useful for online monitoring of pathological
events. Furthermore, the technidans con ecsily be
trained for the maonuad selection of the dlready
detected events, whereos recognition of donormal
patterns in the badkground of ongoing EEG requires
substantial experience.

Acknowledgements

The author is grateful to Dr. Amit Kumar Ray,
Reader, School of Biomedical Engineering, Institute
of technology, Bonaras Hindu University, Varoncsi
(Indig) for providing necessary fadlities for EEG data
collection and processing for the experiment.
References

1. Morimoto T, Nogoo H, Sano N, et al
Electroencephalographic study of rat hyperthermic
seizures. Epilepsia. 1991;32(3):289-93.

2. Ullal  GR, Sdatishchandra P, Shankar  SK.
Hyperthermic seizures: on animal model for hot
water epilepsy. Seizure. 1996;5(3):221-28.

3. Jondd G, Seigel RM, Horva th Z et al. Pattern
recognition of the electroencephdogrom by
artificial neural networks. Electroencephal din
Neurophysiol. 1993; 86:100-9.

4.  Webber WRS, Lesser RP, Richardson RT et al. An
approach to seizure detection using on artificial
neura network. Electroencephal din Neurophysiol.
1996; 98:250-72.

5. Gabor AJ, Leach RR, Dowla FU. Automated seizure
detection using a self organizing neura network.
Electroencephal din Neurophysiol. 1996; 99:257-
66.

6. Sarbadhikari SN. A Neural network confirms that
physical exercise reverses EEG changes in
depressed rats. Med Engg & Phy. 1995; 17(8):
579-82.

7. Sarbadhikari SN, Dey S, Ray AK. Chronic exercise
dters EEG power spectra in an animal model of
depression. Indian J Physiol Pharmocol. 1996;
40(1):47-57.

8. Goel V, Brombrink AM, Baykal A et al. Dominant
frequency aonalysis of EEG revedls brain’s response
during injury and recovery. |IEEE Trons Biomed
Engg. 1996; 43(11):1083-92.

9. Roo V, Roo, H. C++ Neurad networks ond fuzzy
logic. First Edition. New Delhi: BPB Publications;
1996. p. 123-76.

10. Freemon JA, Skapura, DM. Neural Networks:
Algorithms,  Applications and  Programming
Techniques. Addison Wesley: First ISE reprint;
1999.

11. Rumelhart DE, Hinton GE, Willioms RJ. Learning
representations by  bock-propagating — errors.
Nature. 1986; 323:533-36.

12. Sharma A, Wilson SE, Roy R. EEG dassification for
estimating onesthetic depth during haothane
anesthesia.  In  Proceedings of 14™ annual
international  conference |EEE Engineering in
Medicine and Biology Sodiety, New York. 1992. p.
2409-10.

13. Hopfield JJ, Tank DW. Computing with neural
drecuit: amodel. Science. 1986; 223:625-33.



