Grounded lexicon formation without explicit reference transfer: who’s talking to who?
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Abstract. This paper presents a first investigation regarding lexicon grounding and evolution under an iterated learning regime without an explicit transfer of reference. In the original iterated learning framework, a population contains adult speakers and learning hearers. In this paper I investigate the effects of allowing both adults and learners to take up the role of speakers and hearers with varying probabilities. The results indicate that when adults and learners can be selected as speakers and hearers, their lexicons become more similar but at the cost of reduced success in communication.

1 Introduction

In the past decade, an increasing number of allife researchers have investigated the evolution of language, see [3, 5] for recent overviews. One area of this field concentrates on the emergence of simple symbolic communication systems or lexicons. The focus of this paper will be on lexicon grounding, such as previously studied in [6, 7, 10]. This means that the evolved lexicons acquire their meanings through their interaction with their environment.

An example of a grounded experiment where agents develop a simple communication system is the Talking Heads [7]. In this experiment, a population of robotic agents developed a lexicon from scratch by interacting with each other by means of guessing games. In a guessing games a speaker attempts to produce an utterance to name an observed object, and then the hearer tries to guess the reference of this utterance. If the hearer fails to identify the correct reference, it receives corrective feedback from the speaker, which is used to learn the meaning of words. One problem with using corrective feedback is that it is not often observed in children’s language acquisition [1].

In other approaches toward lexicon formation, the topic of communication was given to hearers prior to the verbal communication, see, e.g. [10, 12]. Recently an alternative language game has been developed independently by Smith [6] and Vogt [10]. In this approach, which I call selfish games (SG), agents do not give each other the reference of communication in a non-verbal manner, neither before nor after the verbal interaction. In [12] we have shown that a lexicon is learnable
using the selfish game model, provided that language learners can learn from more experienced speakers. This result was shown using a simulation where we used iterated learning to model a population dynamics: if no population dynamics was used, the selfish game was only learnable for populations of 2 agents [6, 12]. The problem with this work was that the meanings were predefined and hence the simulations were subject to the symbol grounding problem [4].

The Iterated Learning Model (ILM) [2], has been designed to model a culturally transmitted evolution of language. In the ILM the population contains two groups of agents: adults and learners. The adults have passed the stage of learners and are supposed to have mastered the language, while the learners are novices who acquire the language by observing the linguistic behaviour of adults. After a given period of time the adults are replaced by the learners and novel learners are added to the population. In this model, adults take up the role of speakers in a language game, while learners play the role of hearers. In human societies, however, adults and learners both take the role of speaker and hearer. In the implementations of Brighton [2], this is not very important as the populations only contain one adult and one learner. However, when the population is larger, this has the effect that emerging languages may not converge, because the adults do not learn from each other, although they might invent new parts of the language [12].

In this paper, the selfish game and he ILM are combined to form a model of language evolution based on the idea that language evolved as a complex dynamical system [7] by means of cultural evolution [8]. I investigate some aspects of modelling language evolution and acquisition. In particular, I investigate the effects of both grounding and the way communication lines are distributed on a population’s ability to form a shared lexicon. Although the model is intended to study aspects of human language evolution and acquisition, the purpose of this paper is to show the effect of these aspects on lexicon formation without concerning too much about its relations with actual human behaviour.

2 The method

The simulations presented in this paper were all carried out with the Talking Heads simulation tool THSim v3.0 [11]. THSim can be used to simulate various aspects of language evolution and is based on the Talking Heads experiment [7].

As the (usage-based) selfish game model is explained elsewhere in this volume [11], this section only gives a brief summary. At the start of the selfish game, the agents observe a context containing 4 objects. In the current implementation, the agents only extract features relating to the RGB colours of the objects, so the lexicon they develop are colour names. The colours are generated with random values between 0 and 1 for each RGB component. Thus one might also say that the agents receive an arbitrary 3 dimensional feature vector.

The speaker selects one object as the topic of the game and the hearer has to guess what object the speaker selected. The speaker forms a meaning of the topic

---

by categorising the extracted feature vector of the topic. Given a meaning, the speaker produces an utterance, which the hearer tries to interpret in relation to a meaning that refers to an object in the context. If the speaker fails to produce an utterance based on its lexicon, it expands its lexicon by inventing a new word. If the hearer does not know the utterance in relation to the meanings of the context objects, the utterance is associated with each meaning it does not know the word for yet. The speaker increases the usage of the used word-meaning association, the hearer increases the usage of each word-meaning association present in the context. The usage is used as a selection criterion for production and interpretation.

The selfish game is embedded in the iterated learning model, so after a given number of selfish games, the adults are replaced by the learners and new learners enter the population. This process then repeats for a given number of iterations (or generations).

3 Results

Given the models of the selfish game and iterated learning, a number of simulations were carried out, which will be presented in this section. The first simulation investigated the emergence of a lexicon in a population that used the SGs in combination with the ILM. In this simulation the speakers were all selected from the adult group and the hearers from the learner group, except during the first iteration where each agent is equally likely to be selected as speaker and hearer. This approach during the first iteration is taken, because it was found that otherwise no shared lexicon could emerge at all. From the second iteration onward the adults do not communicate among each other, nor do the learners. This is the control condition that reflects the original description of the ILM [2] and which was also applied in our previous (ungrounded) simulations [12].

In the second set of simulations, the probability with which the speakers and hearers were selected from the adult group was varied, thus allowing more lines in the communication. The probabilities are not selected to reflect any actual distribution of communication lines in human societies, although it should be clear that adults do not only communicate with learners as the ILM proposes. The purpose of this study is to investigate what effect the various probabilities have on lexicon formation.

In all simulations presented the population size $N$ was set to 10. For each condition, 10 simulation runs were done for 10 iterations, where each iteration involved 50,000 SGs.

In order to analyse the effectiveness of the simulation two measures were used: communicative success and similarity. Communicative success measures, after each SG, the proportion of successful SGs over the past 100 games. The (lexical) similarity measure gives the proportion of agents $p(w)$ that use the same words $w$, weighted by the frequencies $U(w)$ with which the agents used the words, and averaged over the whole population of $N$. Similarity is calculated as follows:
**Fig. 1.** The results of the simulations with only adult-learner interactions. The figures show (a) the communicative success and (b) the lexical similarity.

\[
sim = \frac{1}{N} \sum_w \frac{n(w) \cdot U(w)}{\sum_w U(w)}
\]

(1)

Similarity was calculated every 2500 games over the past 2500 games.

**Adult-learner communication only.** Figure 1 shows the results of the first simulation, averaged over 10 runs with different random seeds. Figure 1 (a) shows that the communicative success rose over iterations up to a value of around 75% in the final iteration and was still rising at the end of the iterations. It is noteworthy that the rise in success between the first and second iteration was much larger than between the other iterations. This has to do with the fact that, in the first iteration, all agents were equally likely to be selected as speaker or hearer. In between two successive iterations, the communicative success drops. This is because at those points new learners enter the population, and it takes a while before these new agents have acquired the lexicon from the new adults.

Although communicative success rose in subsequent iterations, this increase was small. More obvious is that the communicative success rose faster *within* succeeding iterations and was still rising at the end of the iterations. Because running all simulations of this paper is time consuming and running them for 50,000 games per iteration sufficiently illustrates the tendencies of the model, all simulations were run for 50,000 selfish games.

The lexical similarity revealed a different evolution, see Fig. 1 (b). This measure, which should ideally be 1.0, decreased from the second iteration onward to values slightly above 0.8. In addition, the trend within each iteration was decreasing. These findings reveal that the emerged internal lexicons (I-lexicons) of the agents was more similar in the first iteration than in following ones. This result should not be so surprising as from the second iteration onward the adults did no longer communicate with each other. As a consequence, the adults were not able to learn from each other and the learners learnt the different lexicons from these five different adults, causing the I-lexicons to diverge.
One of the main differences with the work presented here and that published in [12] is the lexicon grounding. Figure 2 shows some aspects of the emergent lexicons plotted in the meaning space. Fig. 2 (a) shows a part of the population’s lexicons that emerged in the final iteration of one simulation run. The points in the RGB meaning space are the centre-of-mass prototypes that an agent used in association with a word in successful SGs. The prototypes shown belong to the 10 most frequently used words (the lexicons contained an average of about 110 elements). The plot shows that the prototypes used for a word are nicely clustered in the meaning space. This means that the distance between prototypes used in association with a particular word is relatively small. The plot also shows a more or less even distribution of the meaning space, which nicely corresponds to the distribution of the randomly generated colours.

Fig. 2 (b) shows the movement over the different iterations of the prototype for the word “lece” as used by the most dominant agent within an iteration. The movement starts in the first iteration around point (0.4, 0.4, 0.3) and 0.1 from the sixth iteration onward. So after a relatively long walk through the meaning space, the meaning for “lece” becomes a rather stable point. This is because “lece” has become a word referring to the colours that are around this point, a property that is transmitted culturally to subsequent generations.

**Inter-group interactions.** In the second series of simulations the probability for selecting a speaker and hearer from the adult population (pS and pH) was varied. pS was varied between 0.5 and 1.0 and pH was varied between 0.0 and 0.5, both with intermediate steps of 0.1. The results of the simulations are shown in Figure 3.

The results are interesting. Fig. 3 (a) shows that when pS is 1.0 the communicative success is highest for all values of pH. When pS = 0.9, the communicative success is still fair when pH ≤ 0.2, but drops significantly for higher
Fig. 3. The results of varying the inter-adult interaction probabilities. Figure (a) shows the communicative success and (b) the similarity both measured over the final 2500 games of the simulations. The y-axes show the different measures and the x-axes the different values for pH. The different lines in each graph relate to the different values of pS.

values of pH. The results are worst for pS = \{0.6, 0.7, 0.8\}, while the success for pS = 0.5 is higher than expected. It is also interesting to see that in all cases the communicative success more or less stabilised for pH ≥ 0.3, except for pS = 0.9.

The similarity reveals more structured results, see Fig. 3 (b). The similarity increases for higher values of pH, which is to some extent also true for increasing values of pS. The similarities for pS = 0.9 exceed the values obtained for pS = 1.0 for pH ≥ 0.2, but statistical tests revealed that this difference is not significant.

Extending each iteration to 100,000 instead of 50,000 SGs leads to an increase in communicative success of approximately 5%, while the similarity remained more or less the same. These results were obtained with four simulations for which pS = \{0.5, 1.0\} and pH = \{0.0, 0.5\}.

4 Discussion

The simulation without inter-adult and inter-learner communication gives results that are, to a certain extent, similar to the results published in [12]. The main difference is that the level of communicative success is about 25% lower than in [12]. The reason for this lower performance is that, in the current simulation, the lexicon is grounded, whereas in [12] the meanings were predefined and shared by all agents. As a consequence, each agent develops its own ontology of meanings, which differ from each other. This, in turn, makes the learning problem in the grounded setting much harder. 75% communicative success is around the same level of success obtained for the observational games and guessing games in experiments using mobile robots [10]. Furthermore, the success is higher than the overall success of the Talking Heads experiment, which was on the average around 60% with large fluctuations [9]. This difference is partly explainable in the real world setting and partly in the uncontrolled population dynamics of the Talking Heads experiment. It is to be expected that – through the absence
of corrective feedback in the SG – the Talking Heads experiment, which used guessing games, would outperform the current experiment \cite{12}. Considering that the context size was fixed at 4, the results are significantly higher than chance, which is 25%. In addition, lexical similarity reveals that the lexicons are shared to a high degree. Furthermore, the results reveal an emergence of clustering of I-lexicons across agents. Hence, although the results are lower than those obtained in \cite{12}, the SG combined with iterated learning and grounding performs rather well.

In this paper the quality of the emerging I-lexicons was analysed using the newly designed similarity measure. The simulations show that similarity tends to decrease over different iterations when adults do not interact with each other. Starting from a shared lexicon in the first iteration – where all agents communicate with each other – the lexicons tend to diverge in following iterations. This differs from \cite{12}, where the opposite was observed. However, in \cite{12} the distinction between adults and learners was made from the first iteration causing distinct I-lexicons between adults in the first iteration. Further research is required to explore if the opposing differences are indeed caused by the different conditions in the first iteration.

One interesting finding is that for fixed values of pS communicative success tends to decrease while similarity increases, which occurs when adults may be selected as hearers, i.e. when pH \(> 0\). When adults communicate with each other, they learn from each other, causing their I-lexicons to become more similar. This similarity is in turn passed on to the learners of a population, which in the next iteration become adults themselves and pass on even more similar lexicons. The decrease in communicative success can be explained by considering two effects: First, when adults can be selected as hearers, the learners will receive less instances to learn from and consequently it takes more SGs to learn the lexicon. This is confirmed by the increase of communicative success in the extended simulations. The lack of change in similarity in these extended simulations further indicate that there is no causal relation between communicative success and similarity. Second, when learners are selected as speakers (pS < 1.0), they may attempt to invent parts of the lexicon themselves, which hampers the effectiveness of the communication, thus leading to a slower rise in communicative success.

5 Conclusions

In this paper the effects of grounding and varying communication lines on lexicon formation were studied using a simulation of the Talking Heads. In this simulation, the selfish game – that models communication without explicit reference transfer – and the ILM – that models cultural transmission over successive generations – were combined in a grounded setting.

The effect of grounding is that lexicon formation is harder than when the meanings are predefined; a result that is well known. In addition, the simulations show that the selfish game offers a method for constructing lexicons grounded
from the population's interaction with the environment; a result that has not been shown before for populations larger than 2.

Varying the distribution with which adults and learners communicate among each other revealed that when speakers communicate more often with each other, the emerging lexicons become more similar. However, this is at the cost of a slower learning process among the learners.

Future investigations should concentrate on scaling up the system and perhaps allowing more realistic interaction strategies, which should reflect the psycholinguistic research.
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